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This is the first in a series of essays that will explore the following questions: What is an explanation? How do people explain things? How might intelligent systems explain their workings? How might intelligent systems help humans be better understanders as well as better explainers? The first question speaks to theory. The second, to evidence, and the third and fourth to possibilities. The reason for these essays is the manifest programmatic interest in developing intelligent systems that help people make good decisions in messy, complex, and uncertain circumstances.

A thorough analysis of the subject of explanation would have to cover literatures spanning the entire history of Western philosophy from Aristotle onward. Research in cognitive psychology and scholarship in philosophy of science attest to the close relations of explanation and causal reasoning.1,2 Explanations relate the event being explained to principles and invoke causal relations and mechanisms.3 Research has likewise attested to the close relation of explanation and abductive inference.4 Indeed, explanation had been defined as the finding of a best explanation, which is typically how Charles Sanders Pierce’s concept of abduction5,6 is understood. It is these elements of theory that we touch upon as key points in this first essay.

Causation versus Causal Reasoning

Nearly every aspect of causation that has been proposed has come under scrutiny, including David Hume’s notion that causes and effects are discrete events, and that causes must always precede effects.7 One clear conclusion is that nearly any thing or event can count as a cause and nearly any thing or event can be thought of as the effect or the result of some other event.8 Taxonomies of causes all assert that both causes and effects can be forces, events, beliefs, decisions, actions, and so on.9,10 For example, an object can be a cause of something (“The mere sight of milk makes his skin itch”), or a property of an object can be a cause of something (“The red color of the sports car made the highway patrol officer skeptical”). The problem of creating causal explanations, and decomposing causal arguments into their propositional content, entails the problems of

- world knowledge,
- natural language understanding,
- developing an ontology for events, and
- developing an ontology for temporal relations.

One must be able to specify whether a causal force is continuous or discrete (the idea that a force might have a beginning and ending), distinguish forces from states, and so forth. Formalisms for causation typically just use the word “cause” as a predicate or operator in formulae asserting whether some proposition explains some other proposition, as in

If $\alpha$ causes $\beta$, then $\alpha \rightarrow \beta$.

Such formulae in “causal calculus” do not contribute much that is of interest regarding the semantic and epistemic problems at hand. Causation becomes entailment or a form of conditional dependency. To date, the only solutions have been to restrict the range for the ontology (the topics to which a given decompositional analysis applies), for example, just reasoning about the causes of diseases. If the topic of interest is complex indeterminate causation in which human activity is central, then the problem again broadens to the problems of world knowledge, intention, and natural language understanding.

Our subject matter is causal reasoning, not causation—the way people formulate causal explanations and decide if an explanation is satisfactory, not the
nature of causation itself. Furthermore, the vast bulk of the literature on the psychology of causal reasoning has involved analysis of reasoning about physical causation. (Will the water exiting a coiled hose continue to follow an arc?) We go well beyond that context. Causal reasoning in search of explanations is central to many of the high-level or macrocognitive functions that are crucial in modern sociotechnical work systems, and thus is central to planning and analyzing courses of action that actually have little to do with physical causation:

- Causal reasoning is central to sense-making, the application of causal reasoning to understand events and to modify their causal models based on what is learned.
- Causal reasoning plays a central role in our mental models about how events transpire and what will happen if we intervene. Our mental models hinge upon knowledge and beliefs we summon to make sense of events. We might even define our mental models as the causal network that we understand to be operating to make things happen.
- Causal reasoning is central to decision making; the causal models people hold determine the way they recognize and categorize situations and the kinds of mental simulation they will perform to evaluate courses of action.
- Causal reasoning is central to replanning, diagnosing why a plan might be going poorly and considering what needs to be altered.
- Causal reasoning is central to coordination, anticipating how individuals’ actions will affect the team’s activities.
- Causal reasoning is central to anticipatory thinking, using our mental models to prepare ourselves for possible events, particularly low-probability high-impact events.

Much of the time, reasoning is the search for explanations of events that involve multiple parallel and interacting causes, and that are indeterminate because the events are of low intrinsic predictability due primarily to the vicissitudes of human activity and motivation.

Theoretical Foundations

We establish the theoretical foundations by referencing three descriptive models: abduction, retrospection and counterfactual reasoning, and projection, or projection to the future, which involves trans factual reasoning.

Abduction

Abductive reasoning has been given many diverse definitions in psychology, education, philosophy, and allied disciplines. Looking across all these venues of scholarly and scientific activity, the concept becomes hard to nail down. Like critical thinking, cognitive flexibility, fluid intelligence, and creativity, abduction has become a nebulous concept that is sufficiently open to allow anyone to offer his or her own conceptual or working definition.

We prefer to fall back upon the original, seminal definitions. Actually the idea we now call abduction can be traced to Aristotle. In Prior Analytics, he discussed “reduction,” or the explanation of two givens by a single conclusion. However, despite this historical precedent, most discussions attribute the concept of abduction to Peirce.

Peirce described logical inference in a way that differed from the logics of Aristotle and Hume. He rejected the idea that the roster of “acceptable types of inference” includes just the two classical types, deduction and induction, and his neoclassical type that he called abduction. In fact, he felt that one type covers the two classical forms:

**RULE (All men are mortal)**

Case 1 (Socrates is a man)

The Case falls under the rule (Socrates is mortal).

Induction is looking at *n* cases and having an expectation of what you would find for future cases. Thus, it can be said that induction is the same thing as “generalization,” and it is always relative to some bounded set or limiting parameters. The difficulty here is that since any given case will have an unbounded number of hypothetical features about which one might form rules, one can have an unbounded number of rules. Although this might be a problem for logic, Peirce did not seem to see it as having any practical significance. In much of his discussion of abduction, he seems to consider it as a hybrid, that is, abductive reasoning also involves the use of both induction and deduction. As Peirce put it, “abduction can partake of the nature of induction.” Peirce also discussed how inductive inference can have the character of a perceptual judgment: “[O]ur first premises, the perceptual judgments, are to be regarded as an extreme case of abductive inference . . . the suggestion comes to us like a flash.” In other words, the very act of perceiving something, categorizing it, is a type of hypothesis formation, albeit an extreme case.

In writings spanning 1867–1902, Peirce defined abduction as a kind of informed guessing. He also referred to abduction as “hypothetic inference”—the inferring of a hypothetical explanation from an observed surprising circumstance. A proposed explanation might be correct because if it were to be correct, the observed circumstance would necessarily occur. Abduction is distinct from both deduction and induction, which are both completely defined (in classical formal logics) by one or more assertions, one of which must be a generalization (that is, an assertion about a class). Abduction depends on propositions—from
Table 1. Peirce’s decomposition of abductive inference.

<table>
<thead>
<tr>
<th>Process</th>
<th>Requirements</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Observation of an event or phenomenon.</td>
<td>Abduction has a “trigger”: the observation of something that is interesting or surprising. The perception of the event or phenomenon (that is, categorization) hinges on the reasoner’s knowledge and concepts. Discussions in the literature often refer to relatively simple examples of abduction, but it is clear, especially in Peirce’s writing, that there is an assumption that the observed event or phenomenon is at least nontrivial, that is, it is a complex event or phenomenon.</td>
</tr>
<tr>
<td>2. Generation of one or more possible explanations for some observed event or phenomenon.</td>
<td>The understanding of the event or phenomenon hinges on the reasoner’s knowledge and concepts (a sensemaking process). The derivation of an explanatory rule is a creative act.</td>
</tr>
<tr>
<td>3. Judging the plausibility of the candidate explanation(s).</td>
<td>Abduction is the search for a satisfying explanation. That judgment can be but is not necessarily based on rationalist considerations of necessity and sufficiency. The judgment can be but is not necessarily based on the estimation of probabilities or likelihoods.</td>
</tr>
<tr>
<td>4. Resolving the explanation.</td>
<td>The plausibility judgment typically (though not necessarily) results in a determination that a particular explanation is preferred. (This is Harman’s4 “inference to the best explanation,” which supposes the rejection of all but one hypothesis.)</td>
</tr>
<tr>
<td>5. Extending the explanation.</td>
<td>Abduction involves going beyond the formation of a rule to the empirical testing of that rule. The determination of a preferred explanation is always tentative, that is, subject to disconfirmation by further evidence. Nevertheless, there is an accompanying expectation that further instances will conform to the preferred explanation.</td>
</tr>
</tbody>
</table>

the reasoner’s knowledge—that are external to the calculus of the given assertions, that is, the observations and the explanatory hypothesis. Hence, abduction is not the same as inductive enumeration.4

Abduction can be understood as “rendering what might be thought of as a unique experience into an instance of a more general phenomenon.”15 John Josephson and Susan Josephson16 described Peirce’s meaning in a slightly more formal way13,17,18:

| D is a collection of data (facts, observations, and givens). |
| H explains D (H would, if true, explain D). |
| No other hypothesis can explain D as well as H does. |

Therefore, H is probably true.

In other words, if the match between a set of data and a frame is more plausible than the match to any other frame, we accept the first frame as the likely explanation. An abductive inference (a hypothesis) is maintained until contradicted by experience or experience suggests a better (simpler, more general, and so on) hypothesis. Table 1 summarizes abdution as defined and discussed by Peirce.

In sum, abduction is the process of finding what is deemed to be the best explanation for some surprising complex event or phenomenon and then testing that explanation empirically. We forego a discussion of whether abduction is an ability, a skill, or a collection of component skills. Our main point is that discussions of abduction generally fail to retain one or another key aspect of Peirce’s notion, especially surprise, affect, and empirical exploration (rows 1, 3, and 5 in Table 1). The role of affect in logic (and in discussions of Peircean logic) is often ignored. But looking across all discussions of abduction, we can generally conclude that abduction is rich with concepts and meanings, is highly dependent on knowledge, and moreover, is inference concerning complex events taken in context.

Abduction is both retrospective (explaining the past) and prospective (anticipating the future). It is possible to model these two forms.

**Retrospection**

The vast bulk of the literature on the psychology of explanatory reasoning (and the philosophy of causation) has involved analysis of reasoning about the causes of things that happened in the past, that is, retrospection. In reasoning about the past people often engage in counterfactual reasoning.

Causation and cause-effect relations have been been defined as forms of the counterfactual.19 Although it is contestable whether a logic of counterfactuals is necessary for a logic of causation, it is certainly true that people reason about causation by using counterfactual reasoning (at least some of the time).20 An analysis of causal reasoning must consider counterfactuals, if only because people often explain things by way of a counterfactual. With very few exceptions, all of the analyses of causal reasoning we have cited,21 and many others not cited, are retrospective. That is, they deal with things that might or might not have happened in the past.

Planning and course of action analysis are necessarily and primarily prospective. In both the philosophical and psychological literatures, the process of explaining possible futures has been partitioned off as a separate topic, called “prediction.” We do not think that that they are separable, as we will argue.

**Prospection**

Prospective causal reasoning involves things that might or might not be
happening now and that might or might not lead to something in the future. In classical terms, “What might happen in the future if x does not happen?” would be considered a counterfactual. But strictly speaking, this is not counterfactual since the facts have not happened yet, and hence are not really “facts.” It is better to refer to this form of prospective reasoning as *transfactual*, as it transcends facts entirely and refers only to possible worlds. In addition, prospective reasoning includes abstractions in the form of durative events (a cause can continue on into an indeterminate future even after an effect has manifested). Because of the transfactual nature of prospective reasoning, there is a form of emergent: Something that was anticipated and did not happen. The nonoccurrence is a surprise. It would not have been predicted based on knowledge of the causes. “I did not expect X to occur and it did? So what happened?”

Prospective causal reasoning can involve asking additional questions. One such question, of course, is, “What will happen?” In this case, the distinction between explanation and prediction
might seem fuzzy, but it is not. The purpose of the prospective reasoning might not just be to predict some event, but to anticipate things that would change the context, the ontology, or the variables that are currently considered when trying to predict and understand events. Thus, prospective causal reasoning also asks such questions as, “What can I try? Will it work? What do I have to pay attention to?”23 Prospecion involves anticipating and preparing to respond to low-probability high-risk events, and not just predicting the most likely events.

Figure 1 presents a macrocognitive model of prospective causal reasoning, which shows how retrospection and prospection are linked. Beginning with the upper loop, the present is understood retrospectively in terms of the causes that are believed to have been in play. This understanding entails expectations for the future. We project past events, decisions, and perceived forces and abstractions forward in space and time to explain the present. Then we project from the present to the future, extrapolating forces, abstractions, and consequences from ongoing events and decisions. Referring to the outer closed loops, a course of action is imagined, as are its effects (desirable and undesirable) and these are then “back projected” to the present to either modify the plan or consider alternative courses of action.23

Discussions of causal reasoning focus on the retrospective case, with rationality set in terms of the standard of logic or the axioms of probability. In real-world settings, the evidence for causation is typically too ambiguous to permit valid (that is, deductive) reasoning, so this is not a generally useful standard.

The Peircean model of abduction and the phenomenon of mental projection to the future must be foundational to a theory of causal reasoning and any naturalistic model of explanation. If abductive inference is regarded as a skill that is itself composed (somehow) of component abilities, what is required is a theory or model of how the components work together to result in abductive inferences. This should be treated for what it is—a question for empirical inquiry into how people actually reason. Empirical inquiry is the topic of the next essay in this series. We look to the actual occurrences of the phenomena of interest. As our research shows, there is great variety and diversity to causal reasoning, significantly broadening the scope and opportunity for study, modeling, and subsequent implementation.
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