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Intelligent technologies such as performance support systems and decision aids represent a key aspect of modern sociotechnical systems. When new tools are introduced into the workplace, they represent hypotheses about how cognitive work is expected to change.\textsuperscript{1,2} The tacit hypothesis is that any such change will be for the better, performance will be more efficient, and decisions will be improved—that is, they’ll be made faster and on the basis of greater evidence. Experience suggests that technological interventions sometimes have the intended positive effect. However, they often result in negative effects, including unintended cascading failures and worker frustration due to “user-hostile” aspects of interfaces.\textsuperscript{3}

Concern is rising about the high rate of software procurement failures that are due to the inadequate consideration of human factors. Recent statistics suggest a dismal record, representing the expenditure of billions of dollars for technologies that are unusable, ineffective, and at times even defunct.\textsuperscript{4,5} At the same time, funding for developing communication and information technologies has reached record levels (about US$500 billion in the mid-1990s).\textsuperscript{6} Recently we’ve seen entire government-sponsored research programs with titles that state human–system integration as a key goal for new technologies.\textsuperscript{7} The notorious frustrations and failures triggered by software interventions in the workplace have led to a significant concern in the software engineering community with evaluation,\textsuperscript{8,9} including help for organizations to establish metrics for “key performance indicators.”\textsuperscript{10,11}

The call for “metrics”

Nearly all announcements of US government-funded research programs for developing large-scale information systems have shown a pervasive concern with “metrics.” The following three paraphrased statements from recent program announcements illustrate this point:

- “[The program will] explore methodologies and technologies which achieve substantial improvement and cost reduction in software development, requirements analysis and definition, software management, complexity, and quality metrics, reuse, reengineering, maintenance.”
- “Metrics are needed to determine the correct fidelity for attaining training objectives while operating within the boundaries of current technologies, human perception, schedule and cost.”
- “Multidisciplinary and cross-domain approaches are highly encouraged especially if useful in the development of metrics for dynamics, complexity and usability.”

The sought-for measures have to gauge efficiency, effort, accuracy, and similar reflections of a maximizing process, hearkening to John Henry versus the steam hammer.\textsuperscript{12} This is particularly frustrating for the advocates of human-centered computing and work-centered design.\textsuperscript{13,14} A valiant effort to think along human-centering lines was a recent report of the US National Institute for Standards and Testing.\textsuperscript{15} This highlighted measures such as efficiency but did so with reference to dimensions including effectiveness at hypothesis generation, effectiveness at coping with massive data, and effectiveness of human-
machine interaction. Measures also included confidence ratings and assessments of associated mental workload. However, in light of our knowledge of human adaptability, can we provide better methods and procedures to create measures that reflect the meaningful aspects of systems-level cognitive work and activity?

The challenge
We must take the measurement of cognitive work to entirely new levels—addressing, for example, the important trade-offs in cognitive work at the team and systems level. The latter is, after all, where we might realize the final payoff for any investment.

A significant challenge is that studies of human-computer interaction, and the measures that we take, must support the evaluation of hypotheses concerning the nature of cognitive work itself (for example, the effects of synchronous versus asynchronous communication in distance collaboration, effects due to amount of team experience, and so on). At the same time, the study design must support evaluation of the software tools themselves. In other words, new technologies must do double duty: they enable research on cognitive work by supporting cognitive work, including new work methods. We might think of them as part of the materials and procedure comprising the method of an experiment on human-machine interaction. But we must also evaluate the new technologies themselves for effectiveness as components within cognitive-work systems.

We seek a framework for creating a “fast track” for evaluating work methods and the computer technology that’s an intrinsic part of our methods.

Table 1 presents the considerable variety of things we might measure.

In a previous essay in this department, we argued that workarounds and kluges were inevitable realities that we can study empirically and cannot tacitly sweep under a carpet as if they had no significance.16 We can easily conduct ethnographic studies of sociotechnical work systems to find instances of workarounds and kluges on the basis of an ontology.16 We can then measure such things as time to create and estimate such things as time saved when used. Kluges and similar informal processes and procedures are, we believe, only hard to specify and measure before we bother to take an empirical approach.

There’s one other possibility, that of measuring “negative hedonicity” (which we’ll define in a moment). This idea stems from a previous essay in this department, which presented the Pleasure Principle of human-centered computing: “Good tools provide a feeling of direct engagement. They simultaneously provide a feeling of flow and challenge.”17 Notions of “hedonics” and related ideas have emerged in the context of human factors and industrial design.18,19

Negative hedonicity
Measures of “raw” performance (efficiency, accuracy, errors) hold work methods hostage to human motivation. Typically, complex cognitive systems (that is, new technologies) do the reverse, holding human motivation hostage to work methods (especially software and interface systems). Thus, it’s important to study and understand vital motivational factors. This includes positive affect (for instance, the feeling of “being in the problem” versus “fighting with the technology”) and increased intrinsic, goal-oriented motivation.19 Negative hedonicity is the valuation of affect and motivation as negatively impacted by the work experience. This dimension is reflected in frustration, confusion, mental (or data) overload, and automation surprise.

Negative hedonic measurement is now possible using a remarkably simple device, the Hancock Switch, which consists of a prominent red button placed next to each workstation operator (see figure 1). The button’s normally open circuit connects to a digital signal generator that sends a signal to the main workstation when the switch is closed. Residing on that computer is software that creates a time-stamped flag in the trace of the trial events whenever the workstation operator presses the button. We call these signals hedonic flags. Participants are instructed, “At any time during the study, if you feel mentally overloaded, confused, or frustrated for any reason, just press the button.”

Theoretically, this causes little or no interference and doesn’t change the “ordinary” course of cognitive work. The hedonic flag task leverages the natural human inclination to apply greater force to their tools (the computer keyboard, in this case) at times of frustration (for example, during inadequate feedback from the machine).20 Although we think of posting a hedonic flag as a form of dual task, it’s actually a secondary task. However, it should entail minimal entrainment of additional cognitive resources because the user is already frustrated with the primary task.21 Posting a flag can occur at the same stage as processing the primary task (the response stage) and can involve the same modality (visual processing) and the same channel (visual focal attention). However, posting occurs only when the primary task has already been frustrated—in other words, when the primary performance has hit a momentary hiatus. Thus, rather than casting this within the dual-task interference paradigm, we see this as affect-induced redirection.

Measures and measurements
The fundamental measure of negative hedonicity would be the number of hedonic flags posted per trial or session per participant (NHF). The NHF trace would have an interesting advantage from the perspective of experimental design—that is, it would immediately enable us to incorporate a method of task reflection. As is sometimes cited in the psychology literature on introspection, Oswald Külpe and his students developed a method they called systematic postexperimental introspection.22 Today, this would be referred to as a method of retrospection or task reflection and be referred to as the analysis of verbal reports23 or a form of cognitive task analysis.24 It’s generally understood in cognitive psychology that meaningful and useful data on reasoning come from analyses of verbal reports, sometimes based on
a “think-aloud problem solving” task and sometimes based on task reflection, as in the Critical Decision Method. In a number of communities of practice (sociotechnics, computer-supported collaborative work, work ethnography, ethnomethodology, and others), it’s understood that rich, useful data on cognitive work in complex systems come from analyzing the content of communications and well-conducted interviews that scaffold the participant in the recall and analysis of recently encountered tough cases.

In the Külpe method, the participant is run through the entire study a second time, this time reviewing the complete trace (using our modern technology, perhaps including video). The marks for hedonic flags would serve as memory cues, allowing for more detailed exploration into the reasons for each posting. Why was a person who performed especially well overall suddenly frustrated? Why was another person repeatedly confused? What was it about the tool that another person didn’t understand at some point in a scenario? Such performance-based evaluation would go well beyond the vagaries and vicissitudes of superficial user surveys that shoehorn meanings into designers’ categories, or one-off, post hoc questionnaires that leave people prone to bias from task-demand characteristics, or other forms of satisficing that merely serve to show that “some people liked it, more or less, some of the time.”

There are additional possibilities. The researcher could

- look at NHFs posted over the length of a single trial or over blocks of trials;
- evaluate individual differences by examining a specific range statistic—for instance, comparing the number of flags posted by two participants, the one who posts the most flags versus the one who posts the fewest flags; or
- evaluate range statistics that are based on the principal performance measure—that is, comparing the number of hedonic flags posted by the best- and the worst-performing participants).

The researcher could then use independent variables that define the main study design (for instance, easy versus difficult scenarios, or individual versus team work) to guide evaluation of the respective hedonicity measurements. For example, the study could look at the difference between

- the average number of flags posted by participants when working on the scenarios resulting in the worst performance.

Alternatively, the study could look at the differences of differences, contrasting

- the best- and worst-performing participants on the scenario resulting in the best performance, with
- the best- and worst-performing participants on the scenario resulting in the worst performance.

Such studies might clarify why a tool is low in learnability or usability.

**Modeling the NHF data**

We postulate that the number of hedonic flags posted in a given time interval will follow a Poisson distribution—that is,
\[ p_X(k) = e^{-\lambda} \frac{\lambda^k}{k!}, \quad k = 0, 1, 2, \ldots \]

where \( \lambda \) is the rate of flags over time.

If the participants are somewhat homogeneous in their propensity to post flags, the rate parameter \( \lambda \) alone would enable us to compare work methods. Drawing inferences on the rate parameter of a Poisson distribution is a straightforward process.

If the participants vary in their intrinsic tendency to post hedonic flags, which of course is likely, a Bayesian approach with a distribution assigned to the rate parameter \( \lambda \) would be an appropriate derived measure. For example, placing a gamma distribution on \( \lambda \) results in a negative binomial distribution. In this case too, drawing inferences is straightforward.

Whether or not participants are homogeneous in their propensity to post flags, they’ll presumably do so in an experiment’s early minutes or trials because the work method will be unfamiliar and confusion more likely. This being the case, and given that the data are discrete, the distribution might take the form of the negative binomial. The most likely approach that is appropriate for data modeling would be inferences based on a cumulative probability function.

Another possibility for analyzing NHF data involves a novel variant on signal detection analysis. Generally, the main measures in traditional signal detection theory (SDT), called \( d' \) and Beta, are intended to separate out response bias and thereby result in a cleaner measure of operator sensitivity. These are always calculated with reference to individuals’ performance, making SDT of limited use in the study of sociotechnical systems. One might, however, calculate hit rates from the number of hedonic flags posted by two or more participants referenced to the same trial scenario. For instance, if a particular event resulted in three participants posting hedonic flags, and subsequent retrospections revealed that they had the same reason for that posting (for example, confusion resulting from scenario-induced mental overload), then the number 3 would be added to a sum along with numbers representing all other such consensus postings. We could compare this group hit rate to the number of nonconsensus postings for each individual to determine false alarms and to the number of consensus postings that a given individual didn’t enter (to determine misses). From these respective calculations, we might derive sensitivity and response bias measures (d’ and Beta) with respect to aspects of the work method or scenario that are linked to operator hedonic response and yet aren’t the reflection of any one operator’s hedonic responsivity (or bias).

Our ideas for modeling NHF data are speculative, and experimental results will soon permit an evaluation of the utility of what we propose. We’ve tried in this essay to present, in a concrete and nonspeculative way, some “metrics” that relate directly to customer needs (that is, performance measures). At the same time, we hope these metrics allow meaningful evaluation of the complexity of cognitive work, one might say, sneaking system-level considerations in through the back door.

We must take the measurement of cognitive work to entirely new levels—addressing, for example, the important trade-offs in cognitive work at the team and systems level.
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